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Abstract—To improve the efficiency of the fault localization pro-
cess, different automatic fault localization approaches have been
proposed. Among these approaches, the spectrum-based fault lo-
calization (SBFL) approach has been widely used and studied due to
its lightweight and high effectiveness. However, while the existence
of coincidental correct (CC) test cases can influence the usefulness
of SBFL in single-fault programs, their influence on multiple fault
programs has not been thoroughly investigated. Therefore, in this
article, we conduct a theoretical analysis and an empirical study to
investigate the effect of CC test cases on multiple fault localization.
The theoretical analysis is based on a suspiciousness calculation
formula of SBFL, which divides CC test cases into three categories
(specific, irrelevant, and unspecific) according to their association
with a specific faulty statement. Following this analysis, we con-
duct an empirical study on two well-known open-source reposito-
ries (SIR and Defects4J), and the experimental results verify the
correctness of our theoretical analysis. Specifically, reducing the
number of specific CC test cases for a faulty statement can improve
or maintain fault localization accuracy, while eliminating irrelevant
CC test cases can have a negative effect. Finally, we design a CC test
case identification solution based on the isolation-based multiple
fault localization approach and demonstrate its effectiveness via a
simulation experiment.

Index Terms—Coincidental correct test case, empirical study,
fault localization, multiple fault, theoretical analysis.

I. INTRODUCTION

A S SOFTWARE complexity increases, software testing
activities involving fault localization and program repair
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have significantly grown, becoming more critical and demand-
ing [1]. When bugs occur in software, developers must identify
the exact location of the faults, and then repair them. The process
of identifying the localization of faulty statements is commonly
referred to as fault localization, and it has been recognized as
one of the most expensive and laborious steps in the entire
debugging activity [2]–[4], as it is frequently challenging to
comprehend the complex internal logic of the program under test
and reason about possible fault locations. Therefore, researchers
developed automatic fault localization approaches to improve
the efficiency of fault localization, and then saved the time
for software delivery [2], [5]. By analyzing the characteristics
of programs, such techniques aim to identify the location of
potentially faulty statements, which can assist developers in
determining the exact location of the fault.

While extensive automatic fault localization approaches have
been developed, the spectrum-based fault localization (SBFL)
approach has received considerable attention due to the fact
that it is a lightweight but highly accurate technique [1],
[3], [5]–[12]. To calculate the suspiciousness of each pro-
gram statement, SBFL uses the execution trace of test cases
(i.e., test case coverage information) and the execution re-
sults of test cases. A statement with a higher suspiciousness
score is more likely to be a faulty statement, allowing de-
velopers to check program statements from high to low, ac-
cording to the suspiciousness rank list. Ideally, developers
want to localize the faulty statement by only checking a few
statements.

However, previous research [10], [13] usually assumed that a
faulty program only contains a single faulty and that each test
case, which executes faulty statements, must produce incorrect
output. The previous assumptions did not conform to the char-
acteristics of the practical application scenario. Recent research
indicates that a faulty program may contain multiple faults (i.e.,
multiple fault localization) and coincidental correct (CC) test
cases. Where a CC test case refers to a test case that executes
faulty statements, but the output is the same as expected [14].
Therefore, the existence of multiple fault programs and CC
test cases breaks the assumptions of previous fault localization
studies, thereby casting doubt on their validity.

As a result, recent studies have explored more practical sce-
narios. Several studies investigated how multiple faults impact
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traditional SBFL approaches [15], [16], which were typically
evaluated in faulty programs with only one faulty statement.
Then, they propose new SBFL approaches to increase the
accuracy of multiple fault localization [9], [13], [17]. Simi-
larly, researchers have designed many strategies to address the
negative impact of CC test cases on fault localization [18]–[25].
However, existing research usually studies CC test cases and
multiple faults separately. That is, studies on multiple fault
localization did not consider CC test cases, whereas studies on
CC test cases also did not consider multiple fault programs.

Therefore, to analyze how multiple faults and CC test cases
interfere with the traditional SBFL approach, we first perform a
theoretical analysis on the effect of CC test cases on the accuracy
of multiple fault localization. In particular, faulty statements
in a faulty program may be executed by different failed test
cases, and different test cases may be related to different faulty
statements [7], [23], [24], [26], [27], so we simulate different
CC test case identification situations in our empirical study.
Specifically, for a specific faulty statement, all CC test cases
can be classified into three categories: 1) specific; 2) unspecific;
and 3) irrelevant. While reducing the number of specific CC test
cases for a specific faulty statement can improve or maintain the
faulty statement’s fault localization accuracy, while eliminating
irrelevant CC test cases can have a negative effect on fault
localization accuracy.

We also conduct an empirical study on two well-known open-
source repositories: 1) software-artifact infrastructure repository
(SIR) [28]; and 2) Defects4J [29], to verify the correctness
of our theoretical analysis. Specifically, inspired by previous
multiple fault localization approaches, we design a CC test case
identification solution based on the isolation-based multiple fault
localization approach. The fault localization results demonstrate
that using the Clean strategy (a detailed description can be found
in Section IV-C) to remove all CC test cases that executed the
faulty statement associated with clusters generated by isolation
methods can improve fault localization accuracy.

In summary, to our best knowledge, the main contributions of
our study can be summarized as follows:

1) We investigate the association between CC test cases
and faults in multiple fault localization, including per-
forming an analysis of test case impact by eliminating
different association types on fault localization accuracy.
According to the relationship between test cases and faulty
statements, we divide all CC test cases into three different
categories: a) specific; b) irrelevant; and c) unspecific. We
find that the accuracy of multiple fault localization can
be improved by reducing the number of specific CC test
cases for a faulty statement, but cannot be improved by
removing irrelevant CC test cases.

2) We conduct an empirical study to analyze how the number
of different types of CC test cases influence the accuracy
of multiple fault localization. Our empirical results verify
our theoretical analysis. We find that reducing the number
of specific CC test cases for a single faulty statement can
improve fault localization accuracy.

3) Motivated by previous multiple fault localization ap-
proaches, we design a CC test case identification solution

based on the isolation-based multiple fault localization
approach in multiple fault programs, and we demonstrate
its effectiveness through a simulation-based experiment.

Reproduction Package: To facilitate replication of our study,
we have shared our source code and data on a GitHub repository.1

The rest of this article is organized as follows. Section II
provides an overview of fault localization techniques (including
coincidental correctness), a summary of relevant related studies,
and describes the motivation for our study. Section III introduces
the theoretical analysis of CC test cases’ negative impact on
multiple fault localization. Section IV introduces the research
questions, subject programs, and performance metrics used in
our experimental study. Section V first discusses the experimen-
tal setup and the detailed result analysis. Then, we summarize
the practical guidelines based on the results of our theoretical
analysis and empirical studies. Section VI discusses observa-
tions through the experiment. Section VII discusses the main
threats to validity of our empirical studies. Finally, Section VIII
concludes this article.

II. BACKGROUND AND RELATED WORK

A. Fault Localization

The traditional approach for fault localization is to debug the
program by inserting breakpoints, but this manual procedure
requires considerable developer effort and time. To increase the
code quality while decreasing software bug debugging time,
researchers have proposed different automated fault localization
approaches. These approaches enable developers to rapidly lo-
calize faults and minimize the time required to review large vol-
umes of code. To date, there have been numerous achievements
in the field of automated fault localization research domain,
which we categorize as follows:

1) The first category is mutation-based fault localization
(MBFL), which analyzes the behavioral similarity be-
tween the faulty program and the mutated program seeded
with artificial faults. MBFL uses a suspiciousness formula
to calculate the fault probability of each statement to
assist the developer in localizing the faulty statements [4].
Although MBFL can achieve a high fault localization
accuracy, it requires the execution of all test cases on
a large number of mutated programs, which has a huge
mutation execution cost [30]. The usage of MBFL in
practical software fault localization is limited due to this
disadvantage.

2) The second category is information retrieval-based fault
localization (IRFL), which extracts information from texts
(such as bug reports) to find the location of faults in a
program. For example, Zhou et al. [31] proposed an infor-
mation retrieval fault localization tool called BugLocator,
which is based on the revised vector space model. This
tool uses information from similar fixed bugs to adjust
the ranking to help localize the bug-related files. Saha et
al. [32] argued that for information retrieval-based bug

1[Online]. Available: https://github.com/appmlk/CC-in-multiple-fault-
program-empirical-study.
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TABLE I
SUSPICIOUSNESS FORMULAS

localization, it is better to extract information when the
information is structured according to the code structure.
Based on this finding, they proposed the method bug
localization using information retrieval, and found that
their proposed method performs better than BugLocator.
However, Wang et al. [33] evaluated the effectiveness
of IRFL, and found a dilemma with IRFL techniques.
Specifically, the fault localization performance of IRFL
is highly dependent on the often inconsistent quality of
bug reports, which may limit the accuracy achieved using
IRFL approaches.

3) The third category is SBFL, which is based on the as-
sumption that faulty statements are executed by a larger
number of failed test cases than that of passed test cases.
SBFL suspiciousness formulas were designed based on
this assumption to calculate the probability of each state-
ment being a faulty statement using test case coverage
information and execution results [5], [34].
Commonly used suspiciousness formulas in SBFL include
Jaccard [35], Ochiai [36], and Dstar [37], which are given
in Table I. In this table, fail(s) and pass(s) represent
the number of times the statement(s) were executed by
failed and passed test cases, respectively, while totalfail
and totalpass represent the number of failed and passed
test cases, respectively. The possible values for sus(s) in
Jaccard [35], Ochiai [36], and Dstar∗ [37] is between 0 and
1. It should be noted that when Wong et al. [37] proposed
the Dstar formula, a sample was used, as an example, to
illustrate the influence of exponent * on the performance of
fault localization. In their example, when exponent * was
set to 3, the suspiciousness rank of the faulty statement
can exceed most of the correct statements and be tied
for first place. Furthermore, Wong et al. [37] found that
the performance of Dstar increases with the increase of
exponent *. Therefore, in the rest of this article, we use
Dstar3 to denote Dstar∗. According to these three formulas
in Table I, the suspiciousness value corresponding to each
statement can be calculated, and the higher the suspicious-
ness for a statement, the more likely it contains a fault.
Table II provides an example of coverage information
and execution results. This example illustrates a program
segment with five statements (s1, s2, s3, s4, and s5) and
five test cases (t1, t2, t3, t4, and t5). Table II also includes

the statement coverage and execution results, with bugs
occurring in statements s2 and s4. Black bullets (•) are
used to indicate that the statement is covered by the
corresponding test case, and blank space indicates that
the statement is not covered by the corresponding test
case. Test case execution results are represented by P or
F, which indicates that the test case has passed or failed,
respectively. Columns 7–9 of Table II give the suspicious-
ness of each statement calculated by three formulas: 1)
Jaccard; 2) Ochiai; and 3) Dstar3. The fault localization
result shows that the suspiciousness value of the faulty
statement s2 calculated by Jaccard, Ochiai, and Dstar3 are
0.67, 0.82, and 8, respectively, which are ranked in order
of suspiciousness in most cases.

4) The fourth category is slicing-based fault localization [15].
Slicing a program can generate a subprogram based on
user-specified slicing criteria. By performing program
analysis, techniques, such as the data flow equation calcu-
lation and dependency analysis, can be used to extract sub-
programs that may affect the slicing criteria. Slicing-based
fault localization works on the principle that if a failed
test case discovers that a variable’s value is different from
the expected value, the fault is likely to occur in the slice
containing this variable, and thus, the search space for fault
localization can be limited to this slice without checking
the whole program. However, this method relies on data
flow analysis for fault localization and has relatively low
accuracy.

In addition, to the abovementioned four commonly used
approaches, there are also other types of approaches, such
as model-based strategies [38], genetic algorithm-based strate-
gies [13], and neural network-based strategies [39], which can
be applied to automated fault localization.

Among these approaches, the SBFL approach has been widely
used because of its lightweight algorithm and promising perfor-
mance [5], [6], [13], [16], [25], [34], [40], [41]. Current studies
on SBFL have achieved promising fault localization accuracy in
single-fault programs. However, the aforementioned fundamen-
tal assumptions of the traditional SBFL cannot directly apply
to multiple fault programs. Because a correct statement may
be covered by several failed test cases caused by distinct faulty
statements in a multiple fault program, the correct statement will
be covered by more failed test cases than other faulty statements.
In this situation, the correct statement is more suspicious than the
faulty statement, which can result inefficient fault localization
when utilizing a traditional SBFL approach on a multiple fault
program.

B. Multiple Fault Localization

A multiple fault program refers to a program under test that
contains multiple faulty statements. However, the key assump-
tions of traditional SBFL are not applicable to multiple fault
programs.

In a multiple fault program, the coyesrrect statement may be
covered by more failed test cases than other faulty statements. In
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TABLE II
SIMPLE EXAMPLE FOR THE PROCESS OF SBFL

this case, the correct statement has a higher degree of suspicious-
ness than the faulty statement, which leads to the problem of
low fault localization efficiency when using a traditional SBFL
approach on multiple fault programs.

To improve the efficiency of multiple fault localization, re-
searchers have proposed different approaches [42]. Previous
multiple fault localization approaches can be mainly divided into
three categories: 1) debugging approaches that localize one fault
at a time; 2) debugging approaches that localize multiple faults at
a time; and 3) parallel debugging fault localization approaches.

One-fault-at-a-time approaches are proposed based on the
assumption that developers will localize all faulty statements
in a multiple fault program through multiple iterations [6], [43],
[44]. One iteration of the developer’s debugging process will
only localize and correct one program fault when employing a
one-fault-at-a-time debugging approach. For example, suppose
the faulty program contains two faulty statements. In this case,
the developer must execute two fault localization iterations to
localize all faulty statements, where multiple fault localization
can be achieved via a variety of debugging techniques, such
as SBFL, MBFL, or slicing-based fault localization, in each
iteration.

Multiple fault-at-a-time approaches are proposed based on the
assumption that developers localize faulty statements in multiple
fault programs in a single iteration [9], [13], [45]. With the proper
strategy, debugging many faults at once can efficiently localize
all or most of the faulty statements in a program, which can
improve debugging efficiency and decrease software delivery
time. Researchers currently proposed methods to improve the
accuracy of the ranking of faulty statements using the suspicious-
ness metric, thus decreasing the workload of fault localization
in a single iteration; or using neural network methods to localize
multiple faulty statements at once. For example, by formalizing
the multiple fault localization problem into a search problem,
Zheng et al. [13] proposed a genetic algorithm-based multiple
fault localization framework.

Parallel debugging approaches assume that multiple devel-
opers can work on the same program concurrently, which can
reduce the time for fault localization [6], [46]. The isolation-
based fault localization approach is a form of parallel de-
bugging that achieves a high fault localization accuracy [16],
[47]. Therefore, many recent studies used isolation-based fault
localization techniques to localize multiple faults [17], [18],
[34], [48].

When using isolation-based fault localization, the developer
divides a complex debugging task into smaller debugging as-
signments, which can allow multiple developers to work on
multiple tasks simultaneously. Specifically, the failed test cases
caused by the same faults are grouped into the same cluster,
thereby generating a cluster centered on the failure, that is, the
failed test cases within the same cluster are related to the same
faulty statement. Then, using a single cluster of failed test cases
and some or all of the passed test cases, a failure-centric sus-
piciousness ranking list can be created. By inspecting the code
according to this ranking, developers can quickly identify the
faulty statement corresponding to one cluster. The key challenge
of isolation-based fault localization is determining the proper
clusters for the failed test cases. Since researchers do not know
the number of faulty statements in advance, it is impossible to
identify the correct number of clusters or to assign initial centers
to these clusters, which has resulted in the development of nu-
merous unsupervised clustering-based approaches for isolating
failed test cases. For example, current research has leveraged
several clustering algorithms, such as hierarchical clustering [6],
k-means clustering [49], and k-medoids clustering [16], to an-
alyze the coverage information and isolate the failed test cases,
thus completing the process of parallel debugging [6], [16], [17],
[49], [50].

As illustrated by the abovementioned three strategies, most
multiple fault localization approaches aim to increase accuracy
and efficiency in locating multiple faults. For example, the one-
fault-at-a-time strategy attempts to optimize the efficiency of
the first faulty statement localized during each iteration. The
multiple-fault-at-a-time strategy improves the efficiency of each
faulty statement localized during a single iteration in a multiple
fault program. While parallel debugging based techniques focus
on increasing the number of faulty statements that can be located
in each iteration, they decrease the number of iterations required.

Related studies on multiple fault localization have made
progress and achieved many promising results. However, the
existence of CC test cases has not been thoroughly investigated.
According to recent studies [19], [20], CC test cases are prevalent
in the software testing process and have a negative effect on
SBFL. As a result, detecting and processing CC tests effectively
can help SBFL run more efficiently in multiple fault programs.

C. Coincidental Correct Test Cases

Coincidental correctness (CC) refers to the situation during
the execution of a test case where the program enters an abnormal
state due to a fault in execution, but the output of the program
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is consistent with the expected output. The test case that causes
this situation is called a CC test case [51]. Specifically, when
the fault in a program needs to be detected by a test case, the
following three conditions must be met [10], [19], [23], [25],
[52].

1) The faulty code causes the program to be infected and
enter an abnormal state.

2) The abnormal state continues to propagate and affect the
subsequent execution of the program.

3) These exceptions and subsequent fault propagation affect
the output of the program, causing the actual output to be
inconsistent with the expected output.

However, there are some exceptions in the execution of test
cases as follows.

1) The test case executes the faulty code in the program and
enters an abnormal state, but these exceptions have no
effect on the subsequent program execution, that is, the
test case only meets the first condition.

2) The test case executes the program and enters an abnormal
state. These abnormal states continue to propagate and
cause the program to affect subsequent execution, but
these exceptions are not reflected in the output. The actual
output is exactly the same as the expected output, that is,
the test case only meets the first and second conditions,
but does not meet the third condition.

In both exception cases, the test cases will lead to coincidental
correct behavior, and those test cases will be referred to as CC
test cases. Taking Table II as an example, s4 is a statement that
contains a fault, t3 executes the faulty statement s4, but no failure
can be detected, so t3 is determined to be a CC test case.

Experimental results of recent studies have shown that the
existence of CC test cases can significantly affect the effect of
fault localization. For example, Ball et al. [22] claimed that
according to their fault localization approach, CC test cases
caused three of their fifteen experimental programs to fail to
localize the fault. Wang et al. [25] used the Tarantula approach
to conduct empirical research on CC test cases. Their study
showed that the accuracy of fault localization is related to the
proportion of CC test cases in the test suite. As the proportion
of CC test cases in the test suite increases, the accuracy of the
fault localization approach based on SBFL can be significantly
reduced. These previous studies showed that the existence of CC
test cases in the test suite has a negative impact on the accuracy
of fault localization.

Since CC test cases are widespread in programs and seri-
ously affect the accuracy of fault localization, many previous
studies aimed to improve the efficiency of SBFL methods by
identifying CC test cases [18]–[22]. Many of the approaches
for CC test case identification are based on the assumption
that CC test cases are similar to the failed test cases. This
assumption holds in the single-fault case because each CC test
case executes the same faulty statement, and thus, these CC
test cases will share a characteristic similarity with the failed
test cases that also execute the faulty statement. For example,
Masri and Assi [23] proposed an approach to determine a fixed
percentage of test cases, as CC test cases based on the possibility
of CC.

Although previously proposed methods are effective in im-
proving fault localization accuracy in the single-fault cases,
these proposed CC identification and processing strategies for
the single-fault hypothesis do not apply to multiple fault cases.
Taking the program given in Table II as an example, t3 is
considered to be a CC test case because of its identical coverage
path to t4. Columns 10–15 in Table II give the suspiciousness
values for each statement after applying the two common CC
processing strategies of Clean t3, i.e., removing t3 from the test
case set, and Relabel t3, i.e., correcting the execution result of
t3 from pass to fail. As given in Table II, the fault localization
accuracy shows a decreasing trend after processing the CC test
cases due to the complex impact of CC on multiple fault cases.
Specifically, the faulty statement s2, which is originally ranked
highest in suspiciousness in most cases, is no longer easily found,
while the correct statement s1 gets the highest suspiciousness
rank. The abovementioned example demonstrates that the pro-
posed CC identification and processing approach for single-fault
cases may have a negative effect on multiple fault cases.

D. Related Work

1) Research on Multiple Fault Localization: Fault localiza-
tion is an active research field in the domain of software en-
gineering research, with different fault localization techniques
proposed based on different scenarios. Similar to our study,
some previous studies also consider multiple fault programs and
coincidental correct test cases during fault localization.

Localizing one-fault-at-a-time is one of the most commonly
used debugging strategies in the field of multiple fault local-
ization research. It has been widely used by developers due to
its simple and easy-to-operate algorithm. For example, Jones et
al. [6] proposed a multiple fault localization approach, which
first uses all failed test cases to localize and fix one faulty
statement at a time. Next, the test cases are re-executed to
use all failed test cases to localize and fix the next faulty
statement, with this process iterating until all faults are fixed.
Subsequently, Kim et al. [53] proposed a variable-based fault
localization (VFL) method to solve the problem of the SBFL
method having poor fault localization ability when the test cases
cover similar information. VFL guides the ranking of program
statements by identifying the suspiciousness variables in the
program. Experimental results based on the Defects4J dataset
have shown that VFL has better localization performance and
has the advantage of being lightweight and more scalable, and
can be combined with other methods to further improve the fault
localization performance. Later, Kim et al. [53] demonstrated
that their proposed method can achieve better fault localization
performance when dealing with multiple fault programs by
using the one-fault-at-a-time strategy. The one-fault-at-a-time
localization strategy has been widely studied for its promising
applications, but by only localizing one fault at a time, it can
negatively impact the developers’ bug fix rate.

Compared to one-fault-at-a-time and parallel debugging ap-
proaches, multiple faults-at-a-time strategy-based fault local-
ization approaches are less well-studied. These approaches are
usually designed with the help of machine learning algorithms
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to localize multiple faulty statements at once. For example,
Wong et al. [54] proposed a multiple fault localization method
based on radial basis functions by combining neural network
algorithms. This method treats the coverage paths of test cases
as feature vectors and uses the execution results of the test
cases as the output data of the neural network. Next, virtual
coverage paths are constructed for each program statement
for the training data. Where each virtual coverage path only
covers one statement, the output of the neural network is the
suspiciousness value of that statement. For example, if a virtual
coverage path is constructed for the third statement in a program,
which contains five statements, the path is “00100”. The virtual
path is fed into the neural network as a feature vector, and the
output value is the suspiciousness value of the third statement.
The experimental results show that this method outperforms
multiple fault localization baselines by using formulas, such
as Crosstab or Tarantula. Zheng et al. [13] proposed a multiple
fault localization framework based on a genetic algorithm, which
encodes program statements into chromosomes and converts
the multiple fault localization problems into the search prob-
lem, so that their proposed framework can localize multiple
faulty statements simultaneously. Researchers have proposed
some approaches from the multiple faults-at-a-time perspective,
and these approaches can achieve better performance than the
baselines. However, the effectiveness of neural network-based
approaches is highly dependent on how the model is constructed,
and the cost in terms of time grows significantly as the program
size increases, which can limit the general applicability of this
kind of approach.

For fault localization approaches based on parallel debugging,
the effectiveness of these approaches depends on the quality
of the clustering results. For these approaches, the failed test
cases are divided into different clusters, and it is expected that
the failed test cases related to each fault can be divided into
the same cluster, so as to reduce the impact of multiple faults
on the effectiveness of the SBFL approach. Jones et al. [6]
proposed an isolation-based fault localization approach, whose
purpose is to reduce the cost of manual debugging in the case of
multiple faults. In isolation-based fault localization, failed test
cases are divided into multiple clusters that target different faults.
Therefore, each fault-focusing cluster will be combined with
passed test cases to get a specialized test suite that targets a single
fault. Finally, different clusters will be allocated to multiple
developers to debug programs in parallel. Their experimental
results have shown that the isolation-based fault localization
approach could effectively help developers reduce the cost of
debugging. Gao and Wong [16] proposed the MSeer approach
to address the challenging problem of determining the number
of faulty statements in a faulty program. This approach can
estimate the number of faulty statements in advance, followed
by the use of fuzzy clustering to cluster the failed test cases,
and classify the cluster to localize the fault. Their experimental
results have shown that MSeer can perform better than the one-
fault-at-a-time approaches and the method proposed by Jones et
al. [6] in terms of both fault localization efficiency and effec-
tiveness. This effective isolation-based strategy for converting
multiple fault localization problems into single-fault localization

problems also inspired our study to design a practical approach
for handling complex CC problems under multiple fault situa-
tions. Further details can be found in Section V-D.

2) Eliminate the Impact of CC Test Cases: Many studies
attempt to alleviate the negative impact of CC test cases in
multiple fault programs. For example, Bandyopadhyay [7]
proposed two approaches that predict CC test cases and used
the prediction results to improve the effectiveness of SBFL. In
the first approach, he assigned lower weights to the CC test cases
to have a lower impact on the final suspiciousness calculation.
In the second approach, he removeed all CC test cases and
used the reduced test cases set to calculate suspiciousness. Miao
et al. [21] further proposed a clustering-based approach. They
used the k-means clustering algorithm to cluster test cases with
similar coverage information into the same cluster. However,
these approaches are mainly proposed for single-fault programs.

Moreover, Hofer [55] applied the SBFL in circuit and spread-
sheet debugging. This study aimed to evaluate the influence of
the removal of the actual coincidental correctness, and the results
showed that the ranking of actual faults never worsens when only
considering single-fault programs; however, the fault localiza-
tion performance can decrease in multiple fault programs. Liu
et al. [56] proposed a weighted fuzzy classification approach,
i.e., fuzzy weighted K-nearest neighbor (FW-KNN), to identify
and manipulate CC test cases. This approach is based on the
fuzzy KNN classification algorithm, which uses failed test cases
as the training data and passed test cases as the test data for
classification. The passed test cases with higher similarity to the
failed test cases will be classified as CC test cases. Experimental
results in single-fault and multifault programs show that the
application of the FW-KNN approach can effectively improve
fault localization performance when compared with traditional
SBFL. Assi et al. [57] improved the effectiveness of test suite
reduction (TSR), test case prioritization (TCP), and SBFL by
using substate profiling. They conducted experiments on the
Defects4J dataset showing that the performance of SBFL could
be further improved after removing CC test cases. Consequently,
Sabbaghi et al. [58] proposed a fuzzy expert system to model the
CC identification process, and proposed a fuzzy CC identifica-
tion approach (FCCI). A set of fuzzy rules, which successfully
correlate the CC identification elements, is used to assess the
CC likelihood of the passed test cases. They evaluated FCCI on
17 open-source programs. Their experimental results suggested
that FCCI could enhance the CC identification and representative
SBFL technology. The abovementioned approaches are effective
in improving the accuracy of fault localization after dealing with
CC test cases, but their study ignores the relationship between
CC and specific faults. That is, it is possible that a passed test
case may be CC for one of the faulty statements in the program,
but not for another faulty statement.

Subsequently, Assi et al. [59] conducted an empirical study on
the impact of CC test cases on three tasks: 1) TSR; 2) TCP; and
3) SBFL. Regarding the SBFL task, by conducting experiments
on the Defeats4J dataset, they found that the negative impact of
CC test cases on SBFL was highly correlated with the used eval-
uation metrics. However, when all CC test cases are removed,
the evaluation results of EXAM and TOP-N evaluation metrics
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decrease in most cases. Later, Assi et al. [59] mentioned that the
presence of multiple faults might lead to the fault localization
accuracy decreasing after clearing CC in their threat analysis.
Similar to our study, Assi et al. [59] also considered that clearing
all CC test cases in a multiple fault program may have a negative
impact on fault localization. Therefore, based on their study, we
further investigated the impact of clearing CC test cases with
different relationships to faulty statements on fault localization
through theoretical analysis and empirical studies.

3) Research on Fault Interactions: Furthermore, existing
studies attempted to investigate the essential differences between
multiple fault and single-fault programs. Multiple faults in a
program may interact in various ways, resulting in unexpected
behaviors that do not exist in single-fault programs. New fault
behaviors exist in various types and have unpredictable nega-
tive effects on traditional single-fault localization techniques.
Debroy and Wang [60] provided a detailed analysis of fault
interactions and proposed the fault masking phenomenon in
an empirical study. Fault masking is an extreme case of mixed
types of faults interacting with each other. When fault-masking
occurs, the failed test case associated with a program fault loses
association with that fault due to fault obfuscation (i.e., the
fault can no longer be executed), while this part of the fault
is simultaneously associated with another program, i.e., the
former is completely masked by the latter, when the former fault
cannot be detected by the test case. Furthermore, Digiuseppe and
Jones [61] conducted an in-depth study of fault interactions and
classified multiple fault behaviors into following four types.

1) Fault Synergy: Increased failures detected by test cases
compared to single-fault programs.

2) Fault Obfuscation: Decreased failures detected by test
cases compared to single-fault programs.

3) Pass/Fail Independence: The faults’ interaction did not
change the pass/fail status of the program.

4) Multitype: Both fault synergy and fault obfuscation occur.
Moreover, Li et al. [62] focused on three types of fault inter-

actions: 1) pass/fail independence; 2) fault masking; and 3) fault
obfuscation, and explored what factors caused their interactions.
By focusing on and analyzing the two fault programs, they found
that fault disturbances usually involve the same variables, which
implies that the occurrence of fault disturbances is somewhat
conditional. Based on the abovementioned study, we found
that the complexity of handling CC test cases in multiple fault
programs is due to the existence of complex fault interactions in
multiple fault programs. However, until now, the identification
and processing of faults interactions in multiple fault programs
has remained a challenging problem [63], [64]. Therefore, we
aim to analyze and study the CC problem in multiple fault
programs, and then design a feasible solution in this study.

III. THEORETICAL ANALYSIS ON THE IMPACT OF CC TEST

CASES ON SBFL

In this section, we conduct a theoretical analysis to explore
the influence of CC test cases on multiple fault localization in
SBFL. Here, we mainly show the analytical approach using the
Jaccard formula. However, an analysis of other classical SBFL

formulas, such as Ochiai and Dstar, can also achieve the same
conclusion. Specifically, we followed the theoretical analysis
model of Zhang et al. [65], who demonstrated that cloning
of failed test cases could effectively improve fault localization
accuracy using the SBFL formula.

A. Problem Formulation

Given a faulty program P and a set of test cases T , the faulty
programP is composed of program statementsS, which include
one or more faulty statements SF (SF ∈ S). The test cases T
are classified into passed test cases Tp, failed test cases Tf , and
CC test cases Tc, i.e., T = Tp ∪ Tf ∪ Tc.

As discussed in Section II, most multiple fault localization
approaches aim to increase the accuracy of each faulty state-
ment’s localization. Therefore, we conduct our theoretical study
by analyzing the influence of the number of CC test cases on
a single faulty statement. However, CC test cases on multiple
fault programs will present more complex behaviors, as each CC
test case may be caused by different or even numerous faulty
statements. Thus, for each faulty statement, we first need to
categorize all CC test cases according to their relevance to the
faulty statement.

According to whether specific faulty statements are covered,
each failed or CC test case can be related to one or more
faulty statements. For instance, if the test case t (t ∈ (Tf ∪ Tc))
covers the faulty statement Sa (Sa ∈ SF ), the failed test case
t is related to the statement Sa, which can be expressed as
cov(Sa, t) = 1. If the test case t does not cover the faulty state-
ment Sa, cov(Sa, t) = 0, then for a specific faulty statement Sa,
all test cases can be classified into three categories: 1) specific;
2) unspecific; and 3) irrelevant. Specifically, these three different
categories can be formally defined as follows.

1) Specific: CC test cases are only related to faulty
statement Sa, and not related to other faulty state-
ments. These type of test cases can be denoted as
Tcs(Sa), where Tcs(Sa) = {t ∈ Tc|cov(Sa, t) = 1} −
{t ∈ Tc|cov(f, t) = 1, f ∈ F, f �= Sa}.

2) Irrelevant: CC test cases are not related to faulty statement
Sa. These type of test cases can be denoted as Tci(Sa),
where Tci(Sa) = {t ∈ Tc|cov(Sa, t) = 0}.

3) Unspecific: CC test cases are not only related to
faulty statement Sa, but also related to other faulty
statements. These type of test cases can be denoted
as Tcu(Sa), where Tcu(Sa) = {t ∈ Tc|cov(Sa, t) = 1} ∩
{t ∈ Tc|cov(f, t) = 1, f ∈ F, f �= Sa}.

In our study, we aim to investigate whether the SBFL accuracy
can be improved by reducing the number of test cases in each
of the abovementioned three categories.

B. Problem Simplification

In this section, we simplify our comparison of fault local-
ization accuracy to a suspiciousness rank comparison. Because
the suspiciousness rank list directly reflects the efforts associ-
ated with fault localization, a higher rank of faulty statements
indicates a more effective approach for fault localization. As
a result, when the number of CC test cases decreases, we can
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observe the changing trends of SBFL accuracy by evaluating the
suspiciousness rank changing trends of faulty statements.

To clearly illustrate the changing trend of the suspiciousness
rank when eliminating CC test cases, we classify all statements
into three subsets (i.e., SH , SE , and SL) as follows.

1) SH consists of all statements with suspiciousness higher
than the faulty statementSa, that is,SH ={Si∈S | Sus(Si)
> Sus(Sa)}.

2) SE consists of all statements with suspiciousness equal to
the faulty statement Sa, that is, SE = {Si ∈ S | Sus(Si) =
Sus(Sa)}.

3) SL consists of all statements with suspiciousness lower
than the faulty statementSa, that is,SL= {Si ∈S | Sus(Si)
< Sus(Sa)}.

Where Sus(Sa) means the suspiciousness value of the state-
ment Sa, calculated by the suspiciousness formula. We can
find that increasing the size of SL leads to promising results
because the suspiciousness rank of faulty statements increases.
In contrast, increasing the size of SH leads to unsatisfactory
results.

Then, we design a comparison function T based on the
Jaccard formula to estimate the changing trend of SH , SE ,
and SL. We let totalfail = F , totalpass = P , fail(Si) = a (a ∈
[0, F ]), fail(Sa) = b (b ∈ [0, F ]), pass(Si) = c (c ∈ [0, P ]), and
pass(Sa) = d (d ∈ [0, P ]), where c represents the size ofC andd
represents the size of D. The function T can then be constructed
as follows:

T = Jaccard(Si)− Jaccard(Sa)

=
fail(Si)

totalfail + pass(Si)
− fail(Sa)

totalfail + pass(Sa)

=
a

P + c
− b

P + d

=
a(P + d)− b(P + c)

(P + c)(P + d)
. (1)

When T < 0, it means that the suspiciousness of statement
Si is lower than that of the faulty statement Sa, and Si ∈ SL.
Similarly, T = 0 means that Si ∈ SE , and T > 0 means that
Si ∈ SH . Given that the value of the denominator in formula (1)
must be larger than 0, we can use the numerator (a(P + d)−
b(P + c)) to simplify the calculation.

Moreover, the statements Si and Sa may be executed by the
same passed test cases. We let this part of the pass test cases be
E, i.e., E = C ∩D, with e being the length of E, and we can
let d = e+ d′ and c = e+ c′, so the numerator of formula (1)
can be structured as (a− b)e+ (a− b)F + ad′ − bc′.

If there exists Si, which can make T become equal to or less
than 0 from a value larger than 0, after the reduction of CC
test cases, we can say that the size of SL increases and that of
SH decreases, which means the fault localization accuracy is
improved. Similarly, if there exists Si, which makes T become
equal to or larger than 0 from less than 0, the changing process
leads to lower fault localization accuracy.

Fig. 1. Function graph of G(d′). (a) (a− b)e+ (a− b)F − bc′ > 0. (b)
(a− b)e+ (a− b)F − bc′ = 0. (c) (a− b)e+ (a− b)F − bc′ < 0.

C. Theoretical Analysis

In the rest of this section, we analyze the relationship between
T and 0 before and after the reduction of the following three
types of CC test cases.

1) Specific CC Test Cases: When we reduce the number of
specific test cases, only the value of d′ decreases. Thus,
the independent variable is d′. We can then construct the
function by using the numerator of T as follows:

G(d′) = ad′ + (a− b)e+ (a− b)F − bc′ (2)

where a must be larger than 0, so G(d′) is a monotone
increasing function. The possible function graphs ofG(d′)
are shown in Fig. 1.
Fig. 1 shows the following set of possible findings.
a) In Fig. 1(a), the value of G(d′) is always larger than

0, which indicates that the statement Si is always a
member of the SH set.

b) In Fig. 1(b), the value of G(d′) will decrease to 0 when
d′ = 0, so the statement Si may change from the SH

set to the SE set.
c) In Fig. 1(c), the value of G(d′) will decrease to 0

when d′ = d0, and G(d′) < 0 when d′ < d0. So, the
statement Si may change from the set SH to the set
SE or the set SL, or change from the set SE to the set
SL.

Therefore, regardless of the type of the function graph,
the accuracy of fault localization will maintain or improve
after removing specific CC test cases.

2) Irrelevant CC Test Cases: While reducing the irrelevant
test cases, only the value of c′ will decrease, so the inde-
pendent variable is c′. We can then construct the function
based on the numerator of T as follows:

G(c′) = −bc′ + (a− b)e+ (a− b)F + ad′ (3)

where b must be larger than 0, so G(c′) is a monotone
decreasing function. The possible function graphs ofG(c′)
are shown in Fig. 2.
Fig. 2 shows the following set of possible findings.
a) In the situation shown in Fig. 2(a), the value of G(c′) is

always less than 0, so the statement Si always belongs
to the SL set.

b) In the situation shown in Fig. 2(b), the value of G(c′)
will increase to 0 when d′ = 0, so the statementSi may
change from the set SL to the set SE .
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Fig. 2. Function graph of G(c′). (a) ad′ + (a− b)e+ (a− b)F < 0. (b)
ad′ + (a− b)e+ (a− b)F = 0. (c) ad′ + (a− b)e+ (a− b)F > 0.

Fig. 3. Function graph of G(e) while a > b. (a) (a− b)F + ad′ − bc′ > 0.
(b) (a− b)F + ad′ − bc′ = 0. (c) (a− b)F + ad′ − bc′ < 0.

c) In the situation shown in Fig. 2(c), the value of G(c′)
will increase to 0 when c′ = c0, and G(c′) > 0 when
c′ > c0. So, the statement Si may change from the set
SL to the set SE or the set SH , or change from the set
SE to the set SH .

Therefore, after removing the irrelevant CC test cases, the
accuracy of fault localization will either maintain or worse.

3) Unspecific CC Test Cases: While removing the unspecific
test cases, the value of ewill decrease. So, the independent
variable is e. The function can then be constructed as
follows:

G(e) = (a− b)e+ (a− b)F + ad′ − bc′ (4)

where the function slope is (a− b), its polarity is not con-
stant. So we will continue our analysis in three situations:
a) a− b > 0; b) a− b = 0; or 3) a− b < 0.

When a− b > 0,G(e) is a monotone increasing function, the
possible function graphs of G(e) are shown in Fig. 3.

As these function graphs have the same shape as Fig. 1, we
can draw the same conclusion as that of specific CC test cases.
Specifically, if a− b > 0, after removing the unspecific test
cases, the fault localization accuracy will maintain or improve.

When a− b > 0, G(e) is a constant, the possible function
graphs of G(e) are shown in Fig. 4.

In Fig. 4, we can find that the reduction of CC test cases
cannot impact the value of G(e). Therefore, if a− b = 0, the
fault localization accuracy will maintain.

When a− b < 0, G(e) is a monotone decreasing function,
the possible function graphs of G(e) are shown in Fig. 5.

As the function graphs have the same shape as Fig. 2, we can
draw the same conclusions as that of irrelevant CC test cases. As
a result, if a− b < 0, while reducing the unspecific test cases,
the fault localization accuracy will maintain or get worse.

Fig. 4. Function graph of G(e) while a = b. (a) G(e) > 0. b) G(e) = 0.
(c) G(e) < 0.

Fig. 5. Function graph of G(e) while a < b. (a) (a− b)F + ad′ − bc′ < 0.
(b) (a− b)F + ad′ − bc′ = 0. (c) (a− b)F + ad′ − bc′ > 0.

Fig. 6. Change process of G(e) function when d′ decreases. (a) (a− b)F +
ad′ − bc′ > 0. (b) (a− b)F + ad′ − bc′ < 0.

However, this does not mean that reducing the number of
unspecific CC test cases forSi will irreversibly lead to lower fault
localization accuracy. Further research reveals that the lower
accuracy of fault localization can be attributed to the incomplete
reduction ofSi related CC test cases. If we continue to reduce the
Si related CC test cases until it no longer exists, the accuracy of
fault localization would be improved to a better level than when
no CC test cases are processed. Fig. 6 intuitively illustrates this
process.

Where the left-hand side side of Fig. 6 is a more detailed
representation of Fig. 5(c). (a− b)F + ad′ − bc′ > 0 leads to
the function graph of G(e) intersecting the y-axis above the
x-axis. If we continue to reduce the Si related CC test cases, the
value of d′ would decrease. Because (a− b) < 0 and bc′ > 0,
if the value of d′ decreases to 0, (a− b)F + ad′ − bc′ < 0, and
the entire function graph of G(e) would drop below the x-axis,
which is shown in the right-hand side side of Fig. 6, then the fault
localization accuracy will maintain no matter how the number
of unspecific CC test cases changes.
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D. Summarization of Theoretical Analysis

Based on the abovementioned rank-oriented theoretical anal-
ysis, for each faulty statement of a multiple fault program, we
can draw the following conclusions:

1) Reducing the specific CC test cases of this faulty statement
can improve or maintain the fault localization accuracy of
this faulty statement.

2) Reducing the irrelevant CC test cases of this faulty state-
ment can decrease or maintain the fault localization accu-
racy of this faulty statement.

3) Reducing the unspecific CC test cases of this faulty state-
ment may lead to unpredictable results, but we can ensure
that the fault localization accuracy cannot be decreased
by removing more CC test cases related to this faulty
statement.

IV. EMPIRICAL STUDY DESIGN

In this section, we conduct an empirical study to analyze
the impact of CC test cases on SBFL in faulty programs with
multiple faulty statements, and verify the correctness of our
theoretical analysis, which is analyzed in Section III.

A. Research Questions

We conduct our empirical study to address the following four
research questions.

1) RQ1: How Prevalent are CC Test Cases in Faulty Pro-
grams? CC test cases can weaken the effectiveness of
SBFL [10], [26], [51]. Investigating their prevalence can
find the relationship between the distribution of CC test
cases and the program faults. In this RQ, we analyze
the prevalence of CC test cases in programs that contain
multiple faulty statements, which can comprehensively
improve our understanding of CC test cases.

2) RQ2: Can the Proposed CC Identification Approaches
for Single-Fault Programs Increase the Accuracy of Fault
Localization in Multiple Fault Programs? Previous stud-
ies on CC test cases have proved both theoretically and
experimentally that decreasing the number of CC test
cases in single-fault programs can significantly improve
fault localization accuracy [18], [19], [21], which is why
traditional CC test case handling approaches usually tend
to eliminate all CC test cases. However, we demonstrate
theoretically in this study that reducing CC test cases in a
multiple faults situation may have a negative effect on fault
localization accuracy. In this RQ, we aim to eliminate all
CC test cases from the original test suite, which can help us
to investigate the effect of traditional CC test case handling
strategies on the accuracy of multiple fault localization.

3) RQ3: How Does SBFL Accuracy Change When Three
Categories of CC Test Cases are Removed in Multiple
Fault Programs? CC test cases can generate more complex
results due to multiple faulty statements [25], [27], [66],
and we define and analyze these CC test cases in detail in
Section III. In this RQ, we aim to verify the correctness of
our theoretical analysis, specifically looking at the impact

of the reduction of specific, unspecific, and irrelevant CC
test cases on fault localization accuracy. The result of this
process will facilitate further insights and suggestions for
better CC test case identification and processing.

4) RQ4: How do CC Test Cases Affect SBFL Accuracy When
Applying Isolation-Based Fault Localization Approaches
in Multiple Fault Programs? Isolation-based fault local-
ization approaches were proposed to solve multiple fault
programs [17], [34], [48]. However, few approaches at-
tempt to address CC test cases in multiple fault localiza-
tion. In this RQ, we aim to investigate the influence of CC
test cases on isolation-based fault localization approaches,
which can examine how the current fault localization
approaches perform in the presence of CC test cases.

B. Subject Programs

We collected 24 open-source programs as our experimental
subjects. These 24 programs include eight programs developed
using the C programming language (i.e., Grep, Print tokens, Print
tokens2, Schedule, Schedule2, Replace, Tcas, Tot info, and Sed)
and 15 large-scale Java programs with real faults (i.e., Chart, Cli,
Codec, Compress, Csv, Gson, JacksonCore, JacksonDatabind,
JacksonXml, Jsoup, JxPath, Lang, Math, Mockito, and Time).
All the C programs adopted in our empirical study can be ob-
tained from SIR,2 while Java programs can be downloaded from
the Defects4J GitHub repository.3 These programs have been
widely used in previous multiple fault localization studies [4],
[6], [16], [49], [56], which can alleviate the external threat of
our empirical results.

Table III gives the characteristics of the subject programs
used in our study. The first and second columns of Table III
present the program’s categories and name, respectively, and the
third column presents the number of multiple fault programs for
each subject program, where the multiple fault program versions
contain multiple faulty statements.

SIR provides the correct version of each subject program as
well as several faulty versions with seeded faults [28]. How-
ever, because SIR supplies only a limited number of faulty
versions (generally no more than ten versions per program),
we need to generate more faulty versions for our empirical
study. Specifically, we manually inject faulty statements into
correct programs to increase the amount of single-fault program
versions, and then randomly combine these faulty statements
from single-fault program versions to obtain sufficient multi-
ple fault program versions. This strategy of generating faulty
programs has been widely used in previous studies [16], [45],
[67], which can also alleviate the external threat of our empirical
study. Moreover, to show the generalization of our empirical
results, we also consider the Defects4j repository in our exper-
iments. Defects4J is an open-source Java program repository
that contains real-world defects. Martinez et al. [29] developed
Defects4J, which has been widely used to evaluate automated
fault localization and repair approaches. Defects4J is regarded as

2[Online]. Available: https://sir.csc.ncsu.edu/php/.
3[Online]. Available: https://github.com/rjust/defects4j.

Authorized licensed use limited to: Beijing University of Chemical Technology. Downloaded on May 10,2022 at 04:40:52 UTC from IEEE Xplore.  Restrictions apply. 

https://sir.csc.ncsu.edu/php/.
https://github.com/rjust/defects4j.


This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

WU et al.: THEORETICAL ANALYSIS AND EMPIRICAL STUDY ON THE IMPACT OF COINCIDENTAL CORRECT TEST CASES 11

TABLE III
CHARACTERISTICS OF SUBJECT PROGRAMS

the largest peer-reviewed well-organized structured database of
real Java defects. As a result, Defects4J programs have become
the primary assessment programs in the field of fault localization
in recent years. In total, we obtain 7528 multiple fault program
versions in our experimental study.

C. Coincidental Correct Test Case Elimination Strategies

To accurately reflect the influence of CC test cases and draw
conclusions for our research questions, we use labeled test cases
to simulate the CC test case identification process. Therefore, the
accuracy of the CC test case identification results presented in
our study can be guaranteed.

Following this, we eliminate all of the identified CC test
cases. Recent research has proposed a variety of strategies for
dealing with the identified CC test cases. For example, Miao et
al. [21] proposed two distinct strategies for manipulating CC test
cases: 1) Clean; and 2) Relabel. Specifically, the Clean strategy
removes identified CC test cases from the original test suite,
whereas the Relabel strategy changes the execution results of
the identified CC test cases from pass to fail.

When calculating the suspiciousness of Si via the Jaccard
formula presented in Table I, the Jaccard formula with two CC
dealing strategies: 1) Clean; and 2) Relabel, can be, respectively,
defined by the following:

SusClean(Si) =
fail(Si)

total fail + pass(Si)− cc(Si)
(5)

SusRelabel(Si) =
fail(Si) + cc(Si)

total fail + cc(Si) + pass(Si)− cc(Si)
(6)

where cc(Si) refers to the number of CC test cases that execute
the statement Si and cc refers to the total number of CC test
cases.

Due to the reduction process of CC test cases, the Clean
strategy is the most consistent technique with our theoretical
analysis. Therefore, we compare the fault localization results
based on the original test suite with the test suite after processing
with the Clean strategy in our empirical study.

D. Evaluation Metrics

We use the metrics EXAM and TOP-N to evaluate the ac-
curacy of fault localization. The details of these two evaluation
metrics are introduced as follows.

1) EXAM: EXAM has been commonly used to evaluate the
accuracy of fault localization [6], [68], which ranks the efforts of
locating the first faulty statement from the suspiciousness rank
list. A lower EXAM value means that fewer statements need to
be checked before localizing the real faulty statement, and the
corresponding fault localization approach is more accurate. The
EXAM value can be calculated as follows:

EXAM =
rank of the faulty statement

number of the executable statements
(7)

where the numerator is the rank of faulty statement in the suspi-
ciousness ranking list and the denominator is the total number
of executable statements that need to be checked. However,
when other existing statements share the same suspiciousness
value as the faulty statement, the numerator of EXAM cannot be
determined directly. To address this issue, recent research [16],
[68] has presented three approaches for calculating EXAM in
this situation. Let the faulty statement be Sa, the number of
statements with a higher suspiciousness value than Sa be A, and
the number of statements with the same suspiciousness value as
Sa be B. We can then calculate the value of EXAM as follows:

a) Best-Case Scenario: In this scenario, the developers can
find the faulty statements as fast as possible. This means
that the faulty statement can be located first within several
statements that share the same suspiciousness value. Then,
the value of EXAM is A+ 1.

b) Worst-Case Scenario: In this scenario, the developers will
find faulty statements as slowly as possible. This means
that the faulty statement will be finally located among sev-
eral statements that share the same suspiciousness value.
Then, the value of EXAM is A+B.

c) Average-Case Scenario: It is more likely in practice that
programmers will find faulty statements within a period of
time, which is somewhere between the best and worst case
scenario. Thus, it is better to report the average localization
effectiveness. Then, the value of EXAM is (A+1)+(A+B)

2 .
To simulate the real-world software debugging scenario, we

use the average-case scenario to calculate the EXAM value.
2) TOP-N: The metric TOP-N is also a widely used metric

in the field of fault localization [16], [22], [25], which indicates
the number of faulty statements that can be identified when less
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Fig. 7. Prevalence of coincidental correct test cases.

Fig. 8. Percentage of CC test cases generated by programs with differing
number of faulty statements. (a) SIR. (b) Defects4J.

than N statements are examined. The higher the TOP-N value,
the fewer statements developers must check when localizing
faults, which indicates that the corresponding fault localization
approach is more effective. Note that this metric is very impor-
tant in practice, since developers usually only inspect top-ranked
statements (e.g., over 70% of developers only check TOP-5
ranked statements [69]).

V. RESULT ANALYSIS

In this section, we analyze the results for each of our four
research questions and provide guidelines for potential future
studies.

A. RQ1: How Prevalent are CC Test Cases in Faulty
Programs?

Fig. 7 shows the percentage of our 7528 programs contains
CC test cases. In this figure, we can find that 6426 (i.e., 85.36%)
faulty programs contain CC test cases. In particular, 6262 (i.e.,
85.23%) of the 7347 faulty programs from SIR contain CC test
cases, while 164 (i.e., 90.61%) of the 181 faulty programs from
Defects4J contain CC test cases.

Based on the abovementioned statistical results, most multiple
fault programs contain CC test cases. Therefore, the existence
of CC test cases is clearly common in multiple fault programs.

Moreover, we analyze the correlation between the number
of CC test cases and the number of faulty statements. Our
analysis is performed by investigating the percentage of CC test
cases generated by programs with differing amounts of faulty
statements. The results are shown in Fig. 8.

The joint and marginal histograms plots are shown in Fig. 8,
where Fig. 8(a) shows the data from the SIR dataset, while
Fig. 8(b) shows the data from the Defects4J dataset. The hori-
zontal axis indicates the number of faulty statements contained
in the program, while the vertical axis indicates the proportion of
CC test cases generated by the program. The bars at the top and
right-hand side of each subfigures indicate the distribution of the
corresponding samples. For example, the height of the bars at the
top of Fig. 8(a) are basically the same, which indicates that the
number of programs containing different faulty statements in the
SIR dataset of this study are basically the same. Moreover, the
maximum value of the right-hand side bar in Fig. 8(a) is located
at a y-axis value, which is close to zero. This indicates that the
percentage of CC test cases generated by most faulty programs
in the SIR dataset is very close to zero. Finally, the color block
in the middle of each subfigure indicates the degree of sample
enrichment at the location corresponding to the horizontal and
vertical coordinates, and the darker the color, the higher the
number of samples at that location. Furthermore, the straight
line in Fig. 8 is the fitted regression line, which can show the
trend for the proportion of CC test cases, as the number of faulty
statements in the program increases.

As illustrated in Fig. 8(a) and (b), a large number of samples
are tightly grouped, which are close to the horizontal axis. This
indicates that regardless of the number of faulty statements in
programs, the CC test cases contained in the faulty programs
constitute a small fraction of the total test cases. According to
our data analysis, we can find that 3490 (i.e., 46.36%) of the
7528 multiple faulty programs result in less than 10% CC test
cases of all test cases. Meanwhile, according to the trend of the
regression line, we can find that the percentage of CC test cases
in the program tends to decrease slightly, as the number of faulty
statements in the program increases.

Answer to RQ1: The experimental results indicate that more
than 85% of multiple fault programs contain CC test cases
during the execution of their corresponding test suite, which
demonstrates that CC problems are widespread in multiple fault
programs. Moreover, regardless of the number of faulty state-
ments in programs, the percentage of contained CC test cases
is often between 0% and 20% of the whole test suite. Finally,
the percentage of CC test cases tends to decrease slightly, as the
number of faulty statements in the program increases.

B. RQ2: Can the Proposed CC Identification Approaches for
Single-Fault Programs Increase the Accuracy of Fault
Localization in Multiple Fault Programs?

To answer this RQ, we conduct the CC test case processing
strategy, proposed for single-fault programs, on all 7528 fault
programs. Specifically, we adopt the strategy of removing all
CC test cases, and then compare the fault localization accuracy
before and after removing these CC test cases.

Table IV gives the detailed experimental results. The first
column lists the various considered values of EXAM, and the
other columns are the percentages of faulty statements whose
EXAM is smaller than that of the corresponding EXAM value
when associated SBFL approaches are applied with different
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TABLE IV
FAULT LOCALIZATION ACCURACY COMPARISON OF THE TRADITIONAL CLEAN STRATEGY IN TERMS OF EXAM METRIC

The bold font refers to positive results and italic font refers to negative results.

test cases and suspiciousness formulas. For example, for the
first row, its EXAM value is less than or equal to 1%. This
means that when considering the top 1% statements, 6.4% of
all faulty statements can be localized under SBFL using the
Ochiai formula and the original test suite. When cleaning all CC
test cases, the corresponding percentage is 5.8%. Obviously, for
each column, the higher the percentage is, the more accurate the
corresponding fault localization approach is.

In Table IV, we can find when only the top 1% of statements
are checked, employing the Clean strategy to remove all CC test
cases can result in a decrease of fault localization accuracy. This
indicates that after removing all CC test cases, the developers
can identify fewer faulty statements.

We highlight the differences only at the top of the Table IV,
with green (bold) denoting positive results and orange (italic)
denoting negative results. Because the results near the top (es-
pecially the 1%), according to a developer-oriented survey [69]
outlined in Section IV-D2, are more decisive. Especially, for
large-scale projects, such as Defeats4J, with over 10 000 lines
of code, where each 1% decrease can result in over 100 lines of
code, which do not needed to be checked.

To show the results in Table IV more visually, we use a plot
illustrated in Fig. 9 to examine the growth trend of Table IV.

In Fig. 9, x-axis denotes the value of the metric EXAM and y-
axis indicates the percentages of faulty statements whose EXAM
value is smaller than that of the corresponding EXAM value
under different test cases and repositories. A higher value of the
y-axis at the same x-axis position means better fault localization
accuracy. It should be noted that the formula used in Fig. 9 is
Jaccard, which can perform best before cleaning, as given in
Table IV.

In Fig. 9, we find, when all CC test cases are removed, the
amount of statements (especially the top 2%) checked by the
developers before localizing the faulty statement decreases. This
result is consistent with that in Table IV.

Fig. 9. Fault localization accuracy of using the traditional Clean strategy in
terms of EXAM metric.

Moreover, we employ the metric TOP-N to illustrate the
experimental results described in this section. The results are
presented in Table V, where each row corresponds to a unique
N value, which requires checking the corresponding number
of statements. Here, the better result for each row in Table V
is highlighted in green. Taking the results shown in the third
column of the third row as an example, we can find that when
checking the first statement in the suspiciousness ranking list
generated by the Ochiai formula, 339 of faults can be localized
in SIR programs.

In Table V, we can find that when all CC test cases are removed
via the Clean strategy, the value of TOP-1–TOP-10 becomes
significantly smaller, which means that the number of faulty
statements that can be found by detecting the same statement
becomes smaller (i.e., decreasing fault localization accuracy).

Answer to RQ2: The proposed strategy for handling CC test
cases tends to remove all CC test cases for single-fault programs.
However, our experimental results demonstrate that this strategy
is not applicable to multiple fault programs. When all CC test
cases are removed from the original test suite, the accuracy of
fault localization decreases.
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TABLE V
FAULT LOCALIZATION ACCURACY COMPARISON OF THE TRADITIONAL CLEAN STRATEGY IN TERMS OF THE METRIC TOP-N

The bold font refers to positive results and italic font refers to negative results.

TABLE VI
COMPARISON OF THE FAULT LOCALIZATION ACCURACY OF THE CLEAN STRATEGY ON THREE DIFFERENT TYPES OF CC TEST CASES IN TERMS OF THE METRIC

EXAM

The bold font refers to positive results and italic font refers to negative results.

C. RQ3: How Does SBFL Accuracy Change When Three
Categories of CC Test Cases are Removed in Multiple Fault
Programs?

To verify the correctness of the theoretical analysis in Sec-
tion III, we perform the Clean strategy of three types of CC
test cases on all programs and observe the accuracy of fault
localization.

Note that in each program, the faulty statement, which has the
highest suspiciousness in the original circumstance, is used as
the target faulty statement Sa for the purpose of identifying and
removing the three types of CC test cases in this experiment. Ta-
ble VI gives the experimental findings. The first column contains
the various values considered for EXAM. The second and third
columns show the corresponding results when the original test
suite is used for fault localization; and the fourth–fifth/sixth–
seventh/eighth–ninth columns contain the average value after
removing the corresponding specific/irrelevant/unspecific test
cases of the target faulty statement Sa in each program.

As given in Table VI, we find the experimental results are
consistent with the conclusions of our theoretical analysis.
Specifically, from the fourth and fifth columns, we find that the

number of localized faulty statements increases when checking
statements after removing the specific CC test cases, while
the value of number of localized faulty statements decreases
after removing the irrelevant CC test cases. When removing
the unspecific CC test case, the fault localization accuracy also
changes for the better in general, which is also consistent with
one of the conclusions in our theoretical analysis.

In Table VII, we give the results of employing the TOP-N
metric to assess the effect of removing three categories of CC
test cases. Each row in Table VII is highlighted in green for
positive results when compared to the original test suite and in
red for negative results. We can observe that the value of TOP-5
increases after removing the specific or unspecific CC test cases,
while the value of TOP-5 decreases after removing the irrelevant
CC test cases.

Answer to RQ3: Our empirical results verify the correctness
of our theoretical analysis. Specifically, for any faulty statement
in a multiple fault program, removing specific CC test cases can
help to improve the fault localization accuracy, while removing
irrelevant CC test cases has the negative influence.
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TABLE VII
FAULT LOCALIZATION ACCURACY COMPARISON OF THE CLEAN STRATEGY ON

THREE DIFFERENT TYPES OF CC TEST CASES IN TERMS OF THE METRIC

TOP-N

The bold font refers to positive results and italic font refers to negative results.

D. RQ4: How Do CC Test Cases Affect SBFL Accuracy When
Employing Isolation-Based Fault Localization Approaches in
Multiple Fault Programs?

Although removing specific CC test cases can improve fault
localization accuracy for any faulty statement in a multiple
fault program, previous CC test case identification approaches
do not directly identify specific CC test cases for a specific
faulty statement in a multiple fault program. As described in
Section II-C, most of the existing CC test case identification
approaches are based on the assumption that CC test cases are
more similar to failed test cases, which holds in for single-fault
programs because each CC test case in the single-fault program
must execute the same faulty statement, and thus, these CC test
cases will achieve a similar characteristic to the failed test cases
that also execute the faulty statement. However, this assumption
does not hold in the multiple fault scenarios because different CC
test cases may execute different faulty statements in the multiple
fault program. For example, if a CC test case does not execute
the faulty statement Sa, its characteristic may not be similar to
the failed test case that executes the statement Sa. Therefore,
in the multiple fault program, a CC test case identified via the
CC identification approach proposed for single-fault programs
cannot determine that which of the faulty statements in the
program is executed, thus, it is not possible to know that which
type of CC test case (i.e., specific, irrelevant, or unspecific) has
been identified.

However, the isolation-based multiple fault localization ap-
proaches provide a solution to this problem. As described in
Section II-B, the isolation-based multiple fault localization ap-
proaches divide all the failed test cases into multiple clusters.
Ideally, the failed test cases within each cluster are caused by a
single faulty statement [70]. That is, in a multiple fault program
containing the faulty statement Sa, if all test cases in a cluster
execute the statement Sa, it is more likely that the CC test cases
determined by the failed test cases in that cluster also execute
the statement Sa. According to the experimental results of RQ3,
removing this kind of test case can improve the fault localization
accuracy of the statement Sa. Repeating the abovementioned
steps for all clusters obtained by the isolation-based multiple

TABLE VIII
FAULT LOCALIZATION ACCURACY COMPARISON OF THE CC TEST CASE CLEAN

STRATEGY UNDER ISOLATION-BASED FAULT LOCALIZATION IN TERMS OF THE

METRIC EXAM

The bold font refers to positive results and italic font refers to negative results.

fault localization approach; we can ideally improve the local-
ization accuracy of all faulty statements.

To verify the effectiveness of this conjecture, we simulate
the process of dividing the failed test cases of the programs
under test, where the failed test cases within each class cluster
are caused by a single faulty statement. Then, for each cluster,
we consider all the passed test cases along with the failed
test cases within this cluster. This is the process of original
isolation-based multiple fault localization, which served as the
control group for this experiment. Next, we remove the CC test
cases that execute the corresponding faulty statements of each
cluster, and use the passed test cases after removing CC test
cases for fault localization together with the failed test cases in
the corresponding cluster, and these results of fault localization
were used as the experimental group. The final results are given
in Table VIII. In this table, the second/fourth columns give the
results only after isolation, and the third/fifth columns give the
results after isolation and cleaning CC test cases that execute the
corresponding faulty statements of each cluster.

As given in the second and fourth columns of Table VIII,
developers may discover more faulty statements after isolation
when only checking the first few statements, in comparison to
the original condition described in Table VI. Moreover, as found
by the third and fifth columns of Table VIII, the accuracy of
fault localization can be further improved significantly after the
relevant CC test cases were removed. Similarly, to evaluate the
effect on high-accuracy fault localization results, Table IX gives
the results of this experiment in terms of the metric TOP-N .

As given in Table IX, the TOP-5 values in the fourth column
are all larger than those in the third column, which indicates that
the accuracy of fault localization may be significantly improved
by applying the isolation-based multiple fault localization ap-
proach. Moreover, the values in the fifth column are all larger
than the values in the fourth column, which indicates that the
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TABLE IX
FAULT LOCALIZATION ACCURACY COMPARISON OF THE CC TEST CASE CLEAN

STRATEGY UNDER ISOLATION-BASED FAULT LOCALIZATION IN TERMS OF

TOP-N METRIC

The bold font refers to positive results and italic font refers to negative results.

accuracy of fault localization can be further improved by ap-
plying both the Clean strategy and the isolation-based multiple
fault localization approach.

Answer to RQ4: Our experimental results show that using both
the isolation-based multiple fault localization approach and the
Clean strategy, to remove all CC test cases that executed the
faulty statement associated with the cluster, can ideally improve
fault localization accuracy.

E. Practical Guidelines

In this section, we provide practical guidelines for future
studies. Specifically, if we want to improve the fault localization
accuracy of a specific faulty statement of multiple fault programs
the following hold.

1) We should avoid removing irrelevant CC test cases as-
sociated with this faulty statement, since our theoretical
analysis shows that reducing irrelevant CC test cases may
have a negative effect on the accuracy of fault localiza-
tion for the corresponding faulty statement. Furthermore,
the results in RQ3 verify our conclusions by theoretical
analysis. When irrelevant CC test cases associated with
each faulty statement are removed, the accuracy of fault
localization for both artificial and real faults in SIR and
Defects4J decreases.

2) We should consider combining the isolation-based mul-
tiple fault localization approach and the traditional CC
test case identification strategy to solve the CC problem
in multiple fault programs, as the traditional CC test
case identification assumptions proposed for single-fault
programs do not hold for multiple fault programs.

Therefore, in RQ4, we propose a new CC test case identifi-
cation and processing strategy based on the existing isolation-
based multiple fault localization approach. The simulation re-
sults demonstrate that our strategy can effectively increase fault
localization accuracy.

VI. DISCUSSIONS

A. Experiments in Function-Level Fault Localization

Existing studies suggest that fault localization at the state-
ment level might not be an optimal technique [71], partic-
ularly for programs in the Defects4J repository. Due to the
small number of test cases and sparse coverage paths in the
Defects4J repository, previous investigations have usually used
function-level fault localization [72], [73]. As a result, we repli-
cate our experiments at the function level for the Defects4J
repository.

Tables X and XI summarize the results of Jaccard’s (i.e., best
formula in our experiment) fault localization at the function
level. Since a single faulty function may include several faulty
statements, the number of multiple fault programs at the function
level is reduced somewhat in comparison to the statement level.
After filtering out single-fault versions, the total number of faulty
versions with multiple functions is 93, which contains 323 faulty
functions.

The experimental results in this section are given in Table X
in terms of the metric EXAM, which is consistent with our
conclusion in RQ. Specifically, when checking a few func-
tions toward the top of the suspiciousness ranking list, the
number of localized faulty functions increases when all spe-
cific CC test cases are removed, but decreases when all irrele-
vant CC test cases are removed. Besides, as compared to the
original situation, the isolation-based multiple fault localiza-
tion approach can improve the accuracy of fault localization
while checking a small number of functions, and the CC test
case cleaning strategy on this basis can further enhance this
advantage.

Following this, as given in Table XI, the result in terms of the
metric TOP-N is also consistent with the preceding statement-
level experiments in the majority of cases. That is, removing the
specific and unspecific CC test cases can significantly improve
the results of high-accuracy fault localization compared to the
original situation. The isolation-based multiple fault localiza-
tion approach can also effectively improve fault localization
accuracy. In addition, in most cases, removing relevant CC
test cases on the basis of the isolation-based multiple fault
localization approach improves fault localization accuracy even
further.

However, the results in Table XI are inconsistent with those
in Tables VII or IX. For instance, removing the irrelevant CC
test case can lead to an increase in terms of TOP-3, or a
decrease in terms of TOP-3 and TOP-5 after the application
of the isolation-based fault localization approach. Based on our
analysis, the problem arises because test case coverage infor-
mation is insufficient, and the coverage paths of the failed test
cases are frequently identical at the function level, which makes
it difficult to distinguish the correct functions from the faulty
functions, eventually causing more correct functions to have the
same suspiciousness value as the faulty function. In other words,
this does not mean that the faulty function’s suspiciousness
value lowers, but that the suspiciousness value of more correct
functions elevates to the same level as the faulty function, which
makes the faulty function more difficult to detect.
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TABLE X
COMPARISON OF THE FAULT LOCALIZATION ACCURACY OF THE CLEAN STRATEGY IN TERMS OF THE METRIC EXAM IN DEFECTS4J REPOSITORY

The bold font refers to positive results and italic font refers to negative results.

TABLE XI
COMPARISON OF THE FAULT LOCALIZATION ACCURACY OF THE CLEAN STRATEGY IN TERMS OF THE METRIC TOP-N FOR DEFECTS4J REPOSITORY

The bold font refers to positive results and italic font refers to negative results.

However, we recommend that researchers can follow the
guidelines provided in Section V-E. After all, there is still a
potential risk that removing irrelevant CC test cases may result
in a decrease in fault localization accuracy, which is not observed
when removing specified and unspecific CC test cases. More-
over, adopting an isolation-based approach to fault localization
and removing CC test cases can achieve positive results for
high-accuracy fault localization (i.e., in terms of TOP-1).

B. Experiments in the Relabel Strategy

According to existing research, another popular strategy
for dealing with CC test cases is the Relabel strategy [21].
As mentioned in Section IV-C, the Relabel strategy changes the
result of detected CC test cases from pass to fail after execution.
In recent studies regarding CC test cases, several approaches
deal with the CC test cases that involve the use of relabeling [24],
[56]. Therefore, we employ the Relabel strategy once more to
verify the validity of our empirical observations.

Table XII summarizes experimental results in terms of the
metric TOP-N , where N is set to 5, which is consistent with the
setting in Section IV-D2. As given in Table XII, the experimental

results by using the Relabel strategy are consistent with the
experimental results by using the Clean strategy. Specifically,
removing the specific and unspecific CC test cases increases
the accuracy of fault localization in comparison to the original
case, whereas removing the irrelevant CC test cases decreases
the accuracy of fault localization. The last column of Table XII
demonstrates that employing the Relabel strategy for CC test
cases on the basis of the isolation-based multiple fault localiza-
tion approach can further increase fault localization accuracy.

Therefore, the conclusions and practical guidelines proposed
in our study still hold when the CC test case processing strategy
is changed from the Clean strategy to the Relabel strategy.

VII. THREATS TO VALIDITY

In this section, we discuss the potential threats to our study.

A. Internal Validity

The main internal threat in our study is the derivation part of
our theoretical research via the Jaccard formula. To alleviate this
threat, we also used the Dstar formula and the Ochiai formula for
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TABLE XII
FAULT LOCALIZATION ACCURACY COMPARISON OF THE RELABEL STRATEGY IN TERMS OF THE METRIC TOP-N

The bold font refers to positive results and italic font refers to negative results.

theoretical derivation to verify its effectiveness. In the current
field of fault localization, Jaccard, Dstar, and Ochiai are among
the most commonly used formulas [35]–[37]. In the future, we
propose to use other fault localization formulas, such as Op2
and Tarantula, [25], [41] to further verify the effectiveness of
our theoretical research.

B. External Validity

The external threat is related to the scale of our experiment
and the representativeness of our experimental subjects. To
alleviate this threat, we used 7374 faulty versions, 22 975 test
cases, and 43 992 faults in multiple faults from the SIR; 181
faulty versions, 17 983 test cases, and 971 faults in multiple
faults from the Defects4J repository. It is worth mentioning that
the SIR and the Defects4J repository have been widely used
in previous fault localization studies [4], [6], [16], [49], [56].
Therefore, the quality of the programs from these repositories
can be guaranteed.

C. Construct Validity

Threats to construct validity include how well we measure
our experimental results. To alleviate this threat, we used the
metrics EXAM and TOP-N to evaluate the performance of our
approach. These metrics have been widely used in evaluating
the performance of multiple fault localization and CC test cases
study [6], [16], [22], [25], [68]. In future work, we intend to use
additional metrics to analyze the experimental results.

VIII. CONCLUSION

In this article, we conducted a theoretical analysis on the im-
pact of CC test cases in multiple fault localization, and performed
an empirical study to verify the correctness of the theoretical
analysis. In particular, after theoretical analysis, we found that
for each faulty statement in a multiple fault program, removing
specific CC test cases helps to improve the fault localization
accuracy, while removing irrelevant CC test cases has a nega-
tive effect. To verify the theoretical analysis, we conducted an
empirical study on two large-scale open-source corpora SIR and
Defects4J. Final experimental results verified the validity of our
theoretical analysis.

In our empirical study, we found that more than 85% of
multiple fault programs contained CC test cases during the
execution of their associated test suite, and the percentage of
CC test cases in the test suites was often between 0% and 20%.
Moreover, our experimental results demonstrated that the tradi-
tional CC handling strategy proposed for single-fault programs
is not applicable to multiple fault programs, since it results
in lower accuracy for multiple fault localization. Furthermore,
we proposed CC test cases identification solution based on
the isolation-based multiple fault localization approach, which
was inspired by existing multiple fault localization approaches.
Specifically, using the isolation-based multiple fault localization
approach in combination with the Clean strategy to remove all
CC test cases that executed the faulty statement associated with
the cluster can improve fault localization accuracy.

In the future, we first plan to conduct more formula derivations
to verify the correctness of our theoretical analysis. Then, we
aim to larger scale programs to verify the generalization of our
empirical results. Finally, based on our findings, we also aim
to design more practical CC test case identification approaches
for multiple fault programs to increase the accuracy of multiple
fault localization.
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